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Interest in aiding and supporting decision-making through the 
use of computers has been stimulated by technological 
developments in areas such as personal computers, computer 
networks, large data bases, colour graphics and computer-based 
models. These uses are known as Decision Support Systems 
(DSS) and imply computer systems designed to extend 
managers' capabilities, and at the same time to integrate these 
uses into existing managerial activities and needs. During the 
past few years there have been rapid international developments 
in the DSS field. In South Africa this trend is also noticeable, 
although on a smaller scale. The object of this article is to give 
a survey of Decision Support Systems by defining the concept 
and by showing how it relates to other fields, and to present a 
framework of the typical functions and components of such a 
system. Some practical applications are discussed for illustrative 
purposes. 
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Die gebruik van rekenaars as hulpmiddels en as ondersteuning 
vir besluitneming is tot 'n groot mate gestimuleer deur 
tegnologiese ontwikkeling op die gebied van rekenaars en meer 
spesifiek persoonlike rekenaars, rekenaarnetwerke, groot 
databasisse, kleurgrafieke en rekenaargebaseerde modelle. 
Hierdie gebruike staan bekend as besluitnemingondersteuning­
stelsels en impliseer rekenaarstelsels wat ontwerp is om 
bestuurders se vermo~ns uit te brei, terwyl dit terselfdertyd deel 
word van bestuur se huidige aktiwiteite en behoeftes. Oor die 
afgelope paar jaar was daar internasionaal heelwat ontwikkelinge 
op hierdie gebied. Die neiging is ook in Suid-Afrika 
waameembaar, hoewel op 'n kleiner skaal. Die doel van hierdie 
artikel is om 'n oorsig te gee van besluitnemingondersteuning­
stelsels deur die konsep te definieer en die verwantskap daarvan 
met ander velde aan te toon, asook om 'n raamwerk daar te stel 
van die funksies en komponente van so 'n stelsel. 'n Paar 
praktiese toepassings word bespreek vir toeligtingsdoeleindes. 
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Introduction 
The phenomenal and rapid technological developments in 
the computer industry have stimulated the use of computers 
to support decision-making at all levels of management. 
These uses are designated by the term Decision Support Sys­
tems (DSS). Such systems not only make practical use of 
the latest developments in computer technology and 
management information systems (MIS), enabling their syn­
thesis, but, possibly more important, also allow for the in­
corporation and use of more quantitative models, such as 
simulation and optimization. Remarks on these systems have 
ranged from 'a major breakthrough' to 'just another buzz 
word'. Some critics view the current thrust in DSS as the 
natural advancement or continuation of the development 
from electronic data processing (EDP) to MIS. Others, such 
as Naylor, regard DSS as just a name for certain types of 
systems and models that have been developed over a num­
ber of years (Naylor, 1982:92-94). This survey tries to place 
the notion of DSS in perspective according to definition, 
functions, components, etc., as used in the current literature. 

In 1978 Ackoff delivered two, now quite famous, papers 
at the Annual Conference of the Operational Research (OR) 
Society of the United Kingdom which shocked the entire 
international OR community (Ackoff, 1979a:93-104; 1979b: 
189-199). In the first, entitled 'The Future of Operational 
Research is Past', Ackoff states that as far as he is concerned 
OR, as originally conceived, is dead. He discusses various 
changes in the environment of OR which should have evoked 
adaptation, but which did not. One of these is the need for 
decision-making systems that can learn and adapt quickly 
to changes. To motivate this he states: 

'The structure and the parameters of problematic 
situations continuously change, particularly in turbu­
lent environments. Because optimal solutions are very 
seldom made adaptive to such changes, their optimal­
ity is generally of short duration. They frequently be­
come less effective than were the often more robust 
solutions that they replace. Let us call this cross-over 
point the moment of death of this solution. . .. the 
life of solutions to many critical social and organiza­
tional problems is shorter than the time required to 
find them. Therefore, more and more so-called op­
timal solutions are still-born. With the accelerating rate 
of technological and social change . . . the expected 
life of optimal solutions and the problems to which 
they apply can be expected to become increasingly 
negative. For these reasons there is a greater need for 
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decision-making systems that can learn and adapt 
quickly and effectively in rapidly changing situations 
than there is for systems that produce optimal solu­
tions that deteriorate with change. Most Operational 
Researchers have failed to respond to this need. As 
a consequence, the application of OR is increasingly 
restricted to those problems that are relatively insen­
sitive to their environments'. 

In the year in which Ackoff spoke these words, the first 
book on DSS by Keen & Scott Morton was published (Keen 
& Scott Morton, 1978). Since then further books on this topic, 
and a number of articles, both research and applications­
oriented, have been published. From these it is clear that a 
DSS ad~ the specific aspect identified by Ackoff as one 
of the serious deficiencies within OR. 

DSS: Definitions 
In giving an overview of DSS it is important to establish the 
meaning of the term. Various interpretations of 'DSS' have 
been given and some of these are described below. 

The concept of DSS was first defined by Michael S. Scott 
Morton as 'management decision systems' in the early seven­
ties (Scott Morton, 1977). More and more people began to 
work in the field of DSS which became characterized as 'inter­
active computer based systems which help decision-makers 
utilize data and models to solve unstructured problems' 
(Sprague, 1980a:l -26). 

Keen & Scott Morton give the following view: 'DSS 
represents a point of view on the role of the computer in 
the management decision-making process (Keen & Scott Mor­
ton, 1978). Decision support implies the use of computers to: 
(i) Assist managers in their decision process in semi-

structured tasks. 
(ii) Support, rather than replace, managerial judgement. 
(iii) Improve the effectiveness of decision-making rather than 

its efficiency'. 
Another general description is given by Wagner: 'A par­

ticular system is considered a DSS to the extent that it pro­
vides interactive support for the thought processes of one or 
more executives in their principal function of making deci­
sions' (Wagner, 1981:77-86). 

Keen & Wagner describe a DSS as a computer-based sys­
tem which is used personally on an ongoing basis by 
managers and their immediate staff in direct support of 
managerial activities, that is, decision-making (Keen & Wag­
ner, 1979:117-122). According to them, another term for a 
DSS might be: 'executive mind-support system'. 

Bonczek, Holsapple & Whinston take the view that DSS 
may be considered as merely a renaming of MIS as a result 
of the following differences between the two approaches 
(Bonczek, Holsapple & Whinston, 1981). 
(i) A DSS incorporates models into the information sys­

tems software; 
(ii) a DSS provides useful information to management to 

support comparatively unstructured decision activities; 
and 

(iii) a DSS provides a simple-to-use language for problem 
solving. 

They refer to the information-processing system that is 
embedded within a decision-making system as a DSS. Such a 
system utilizes ideas and techniques from the areas of 
management sciences, data-base management, formal logic, 
linguistics and artificial intelligence. The three distinctions 
which Bonczek, Holsapple & Whinston make between MIS 
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and DSS, coincide to a large extent with the views of other 
writers. 

A better understanding of a DSS and its potential can be 
obtained by looking at its capabilities in terms of specific 
and observed characteristics. At a conference on DSS four 
characteristics of a DSS were highlighted: 

(i) A DSS facilitates interaction between computers and 
decision-makers. For example, a DSS is 'an effort to 
bring the computer closer to the decision-maker'. 

(ii) A DSS assists managers in making unstructured or par­
tially structured decisions in which judgemental issues 
are paramount. For example, a DSS 'allows a decision­
maker to ask ad hoc questions in a non-procedure 
English-like query language'. 

(iii) A DSS is comprehensive with regard to the types of de­
cision processes supported and functions it can perform. 

(iv) A DSS is useful, meaning that it 'applies to the subset 
of management information systems that truly support 
decision-making processes' (Carlson, 1977). 

Sprague summarizes the characteristics of a DSS as follows: 
(i) 'It tends to be aimed at the less well-structured, underspe­

cified problems that upper level managers typically face. 
(ii) It attempts to combine the use of models or analytic 

techniques with traditional data access and retrieval 
functions. 

(iii) It specifically focuses on features which make it easy to 
use by non-computer people in an interactive mode. 

(iv) It emphasizes flexibility and adaptability to accommo­
date changes in the environment and the decision­
making approach of the user' (Sprague, 1980a:l -26). 

He further stresses that a DSS is regarded by an organiza­
tion as being at a higher level than EDP and MIS, with em­
phasis on: 
(a) Being decision-focused and aimed at top managers and 

executive decision-makers; 
(b) having flexibility, adaptability and quick response; 
(c) being user-initiated and controlled; and 
(d) supporting the personal decision-making styles of in­

dividual managers. 
From the above one can extract and state the key compo­

nents and characteristics of a typical DSS as follows: 
(i) It is computer based; 
(ii) it aids decision-makers in solving semi-structured and 

unstructured problems; 
(iii) it plays a supportive role in the decision-making process 

and does not automate or replace this process; 
(iv) it generates ir,formation via models in support of 

decisions; 
(v) it is highly adaptable and flexible in a dynamic 

environment; 
(vi) it is easy to use and operates in an interactive mode. 

Distinctions between DSS and MIS and OR/MS 
Although, as is perhaps evident from the previous section, 
many feel that the concept of DSS overlaps the areas of MIS 
and Operations Research/Management Science (OR/MS), it 
does differ in terms of its impact and benefit to organiza­
tions and its relevance to managers. Many writers also differ 
on whether DSS is a new tool, whether it is a new approach 
parallel to MIS and OR/MS or whether it subsumes them. 
Before giving a verdict on this issue, the differences between 
these concepts, as seen by some authors, are given. 

Keen & Scott Morton (1978) make the following distinc­
tions: 
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MIS 

- The main impact has been on structured tasks in which 
operating procedures, decision rules and information 
flows can be predefined; 
the main benefit has been in improving efficiency by 
reducing costs, turn-around time, etc., by replacing cleri­
cal personnel; and 
the relevance for managers' decision-making has been 
mainly indirect i.e., by providing reports and access to 
data. 

Traditional OR/MS tools 

- The impact has been on structured problems where the 
objectives, data, and constraints can be pre-specified; 
the benefit has been in generating better solutions for 
given types of problems; and 
the relevance for managers has been the provision of 
detailed recommendations and new methodologies for 
handling complex problems. 

DSS 

The impact is on decisions in which there is sufficient 
structure for computer and analytical aids to be of value 
but in which managers' judgement is essential; 

- the benefit is in extending the range and capability of 
managers' decision processes to help them improve their 
effectiveness; and 
the relevance for managers is the creation of a suppor­
tive tool, under their own control, which does not attempt 
to automate the decision process, predefine objectives, or 
impose solutions. 

To many, the OR/MS process is characterized by formal 
mathematical optimization methods. Vazsonyi, however, in 
comparing OR/MS with the DSS notion, expresses the view 
that optimization is an important but not indispensable aspect 
of OR/MS (Vazsonyi, 1978:72-77). He identifies other 
aspects of the OR/MS process by dividing it into four stages, 
namely: 

(i) Exploration - the phase in which the initial structuring 
of the situation is accomplished. 

(ii) Modelling and optimization. 
(iii) Interpretation of post-modelling - here the results of 

the model are translated into plain English and commu­
nicated to the decision-maker. 

(iv) Implementation. 

Modelling and optimization have received much attention 
in the OR/MS literature and great progress has been made 
in these areas during the last decade, but the same does not 
apply to the other aspects mentioned. Vazsonyi, however, 
claims that 'DSS can provide the technology to support the 
process of (a) exploring/structuring, (b) interpreting, and 
(c) implementing' (Vazsonyi, 1978). 

In addition, 'DSS technology provides the capability of 
storing, retrieving, presenting and manipulating data in an 
online, real-time fashion; it provides the capability of man­
machine dialogue; and it can provide online, real-time capa­
bility of structuring a situation and building a model' (Vaz­
sonyi, 1978). 

Sprague & Carlson give a concise summary of the distinc­
tion between a DSS and other technology 'subsystems', such 
as EDP, MIS, office automation (OA), and word processing 
(WP), which provide support for the activities of managers 
and other workers (Sprague & Carlson, 1982). Whereas EDP 
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and MIS support the information-reporting needs of the or­
ganization, both internally and externally, and OA and WP 
the communications needs, a DSS supports the decision­
making functions. 'DSS seems to be evolving from the coales­
cence of information technology and OR/MS approaches 
in the form of interactive modelling' (Sprague & Carlson, 
1982). A DSS is not merely an evolutionary extension of EDP 
and MIS and will not replace either. It is rather 'a class of 
information systems that draws on transaction processing sys­
tems and interacts with the other parts of the overall infor­
mation system to support decision-making activities' (Sprague 
& Carlson, 1982). 

The DSS movement addresses, specifically, decision­
making problems of a semi-structured or unstructured nature, 
that is, problems which have had little or no support from 
either MIS or OR/MS in the past. Whereas MIS is more con­
cerned with data handling, information flow, inquiry, report 
generation, etc., a DSS is decision-focused, although it could 
make use of data provided by MIS. There will always be a 
need for MIS or the type of functions it provides and there­
fore it· will not be replaced by DSS. 

The traditional OR/MS approach has been to solve struc­
tured problems and to provide 'optimal' or better solutions 
which do not require managerial judgement. A DSS differs 
from this traditional view of OR/MS in that it does not try 
to impose a solution on the decision-maker. It is rather a sup­
portive tool in all phases of decision-making, aimed at im­
proving the effectiveness of decision-making. DSS should be 
seen as something which falls naturally within the scope of 
OR/MS. It does not, however, replace traditional OR/MS 
techniques, for which there will always be a need; neither 
should DSS be seen simply as a new tool of OR/MS, but 
rather as a new concept which broadens the scope and capa­
bilities of the OR/MS practitioner. DSS is a new approach, 
owing mainly to the rapid technological developments in the 
computer industry, to solve less well-structured problems and 
should be used parallel to traditional OR/MS and MIS. 

Semi-structured problems 
In defining a semi-structured problem, we first need to look 
at the definition of structured and unstructured tasks. A 
structured problem is one for which the solution process can 
be fully automated and which thereafter does not require any 
managerial intervention. An unstructured problem, on the 
other hand, is one which cannot be automated in this way, 
and has to be solved through intuitive reasoning by managers. 
Semi-structured problems lie between these two extremes. 
Here one can identify areas of the decision process which 
can be structured and can therefore be automated, as well 
as areas which are judgemental or unstructured and must 
be left to the decision-maker. There is a 'best' way to solve 
the structured areas, while the other tasks require each 
manager to make personal situational value judgements. 

Criteria for the development of a DSS are very different 
from the requirements for structured situations. Keywords are 
learning, interaction, support, and evolution, rather than 
replacement, solution procedures, and automation. 

Effectiveness 
One of the key aspects of a DSS is that the effectiveness of 
decision-makers can be improved. But what is really meant 
by a decision-maker's effectiveness? Firstly, effectiveness, as 
defined by Keen & Scott Morton, is the identification of what 
should be done followed by ensuring the relevance of the 
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chosen criterion (Keen & Scott Morton). This should be dis­
tinguished from efficiency, which relates to the performance 
of a given task in as good a manner as possible in relation 
to certain criteria For example, efficiency may involve minimi­
zation of time, cost, and effort required, to carry out a given 
activity, while effectiveness involves carrying out the right ac­
tivity. Effectiveness requires a process of adaptation and 
learning even though the possibilities of redundancy and false 
starts exist. 

The aim of a DSS is to improve decision-making effective­
ness although it is difficult to measure this quantitatively. 
Efficiency can usually be measured in terms of cost and time, 
whereas the measurement of effectiveness requires a detailed 
understanding of the variables that affect performance. There­
fore it cannot be proved that it is the DSS which brings about 
improvements in decision-making: The system may however 
provide the support and stimulus to the manager in achieving 
these improvements. 

The functions of a DSS 
Various characteristics of a DSS have been mentioned and 
described but nothing has been said about its specific f unc­
tions. Blanning gives an outline of these functions, obtained 
from examining examples of a DSS. These functions are: 

(i) Selection of data from a data base. This function is not 
widely used because most of these systems analyses 
rather than retrieve data. However, data selection may 
be facilitated by data base management systems and 
query languages. 

(ii) Aggregation of data into totals, averages, frequency dis­
tributions, etc. Although this function is of limited use 
in solving unstructured problems, it can aid in identifying 
problem areas for further investigation. From the litera­
ture it is clear that aggregation is an important function 
of a DSS. 

(iii) Estimation of the parameters in a probability distribu­
tion. This is basically statistical analysis of data, using 
not only statistical packages but also interactive data­
analysis packages. 

(iv) Simulation to compute the anticipated consequences of 
proposed decisions and possible changes in the corporate 
environment. This has been widely used and has given 
rise to an abundance of computer languages for con­
structing and solving logistical and planning simulations. 
A DSS containing a corporate simulation fulfils three 
requirements: 

It allows a comprehensive view of the organization; 
the planning language improves the interaction be­
tween the computer and the decision-maker; and 
the construction of a simulation helps to improve the 
insight into interactions within the organization. 

(v) .Equalization to identify decisions whose consequences 
will meet certain consistency conditions. Typically this 
is accomplished by simultaneous linear equations 
describing balances in the financial and material fl~ 
of a corporation, and by inter-industry economic models 
that balance the supply and demand in each of several 
industries. 

(vi) Optimization to identify decisions which will maximize 
or minimize a single measure of performance or cost 
without violating constraints on other such measures 
(Blanning, 1979:87 -97). 

Although not all the functions described above may be 
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contained in one specific DSS, generally one or more, in var­
ious combinations, will be found. 

The framework of a DSS 
A conceptual framework for the construction of a DSS is 
given here. This has been distilled from the ideas and contri­
butions of many workers within the DSS movement. 

Sprague gives a detailed description of the required frame­
work for a DSS (Sprague, 1980a:l-26; Sprague, 1980b). Three 
levels of technology, i.e. hardware/software, which have been 
included in the label DSS are identified, namely, 
(i) specific DSS, 
(ii) DSS generator, and 
(iii) DSS tools. 

These vary in the nature and range of tasks which they 
can perform and in the levels of technical capability of the 
users. 

Specific DSS 

This is the system that actually accomplishes the work. It 
differs significantly from typical data processing applications 
and comprises the hardware/software that allows a decision­
maker or group of decision-makers to deal with a specific 
set of related problems. 

DSS generator 

This is a package of related hardware and software which 
provides a set of capabilities allowing a specific DSS to be 
built quickly and easily. The evolutionary process towards 
DSS generators has come via special-purpose languages. 
These include planning and modelling languages with some 
report generation and graphic display capabilities. The DSS 
generator may be described as an application development 
system for that class of applications called specific DSS. 

DSS tools 

This fundamental level of technology contains hardware and 
software elements which may be used for the construction 
and development of a specific DSS or DSS generator. DSS 
tools include special-purpose languages, improvements in 
operating systems to support conversational type models, 
colour graphics, etc. 

The relationships between these three levels of a DSS me 
illustrated in Figure 1. 

As can be seen from Figure I the DSS tools can be used to 
build a specific DSS directly. This is the traditional approach 
to developing models and systems. However, the nature of 
a DSS, i.e. the need to provide for constant modifications 

Specific DS5 applications 

055 tools 

Figure 1 Three levels of a DSS. 
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and flexibility, makes this approach very difficult and costly. 
Furthermore, as most of the changes to a DSS result from 
the needs of a manager or user, the DSS generator is ideal 
for direct user-involvement in this evolving process. The ob­
jective of a DSS generator is thus to shorten the develop­
ment time for creating a specific DSS and to encourage 
manager/user participation in the process. For the adaptive 
design concept for a DSS, the role of the DSS generator is 
crucial. Because the system must be very flexible and adapt­
able to changes in the organization and its environment, the 
DSS cannot be developed in the traditional way appropriate 
to conventional modelling. 

Although these three levels of technology are very useful 
for classification purposes they are not necessarily distinct. 
For example, when using APL (A Programming Language) to 
develop a DSS it is difficult to distinguish between these levels. 
One can visualize such a DSS as a continuum from the APL 
language itself to the functions or macros on to the actual 
system. The decision-maker can thus, while using the actual 
system, either use the APL in its basic form, or else use it 
to create new functions or macros, making a distinction be­
tween the various levels very fuzzy. 

Three major interested parties in the development and use 
of a DSS are associated with these three levels of a DSS. 

Manager, user or decision-maker 

This is the person faced with a problem and the one directly 
concerned with the capability of such a system. He is the 
one who must take action on certain tasks and use the system 
to assess performance objectives in carrying out these tasks. 

Builder or designer 

The builder or designer is the one who uses the capabilities 
of the DSS generator to configure a specific DSS, as required. 
He is concerned with the way in which these capabilities may 
be extended. 

Technician or 'toolsmith' 

This group is at the DSS tool level and concerned with build­
ing the generator from the basic technological components. 
The technicians are also involved with basic tool development, 
for example, new languages, new hardware and software, etc., 
and the integration of these tools with the DSS generator. 

Development approach for a DSS 
Decision Support Systems differ in nature from traditional 
models and systems and therefore also require a different de­
sign approach. Keen distinguishes a DSS from other systems 
'only in situations where the final system must emerge 
through an adaptive process of design and usage' (Keen, 1980). 
For the analysis and design of a DSS the traditional ap­
proaches have proved to be inadequate, basically because there 
is no set structure for decision-making and because of the 
continually changing conditions that decision-makers face. 

A DSS should be built in such a way as to facilitate rapid 
feedback from the user to ensure it is proceeding correctly 
and to permit changes quickly and easily. Keen (1980) gives 
four reasons for this need: 
(i) The designer or user may not be able to provide func­

tional specifications or may be unwilling to do so. 
(ii) Users may not know precisely what they want and de­

signers may not understand what users need and can 
accept. 

(iii) Users' concepts of the task or decision situation will be 

l ___________________________________ _ 
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shaped by the system. 
(iv) Intended users of the system require sufficient autonomy 

to handle the task in a variety of ways or to differ in 
their approach to such an extent that standardization 
is prevented. In this situation any computer support must 
allow personalized usage and must be flexible. 

Development of a DSS can be characterized by two stages. 

Iterative stage 

This stage is highlighted by the fact that the four most im­
portant steps in the system-development process - analysis, 
design, construction, and implementation - are combined 
into one step and are repeated iteratively. This iterative ap­
proach basically means that an initial system, however small, 
is designed and developed to support the decision-making 
aspects that are immediately relevant. This system is then 
evaluated, modified and expanded a number of times, until 
a relatively stable system, supporting a wide range of tasks, 
is obtained. Very close involvement or participation of 
management is usually required at this level. 

Adaptive development 

In very broad terms a DSS consists of all three levels of tech­
nology, i.e., specific DSS, DSS generator, and DSS tools, all 
which adapt and change over time. This Keen (1980) calls 
the 'middle-out design' strategy. It implies that defining a sys­
tem as a DSS rather than as an interactive information 
retrieval system does make a difference. It shifts the focus 
of the development process from delaying implementation 
until a 'final' system has been clearly defined, to starting as 
quickly as possible and implementing an initial system, which 
can then be modified and adapted through an evolving pro­
cess. 

Components of a DSS 
Sprague (1980a; 1980b) identifies three components of a typi­
cal DSS, namely, a data base, a model base, and a complex 
software system for linking the user to each of the two other 
components. The data base and model base have some inter­
related components while the software system typically also 
has three components, i.e., a data base management system, 
a model base management system, and the software to 
manage the interface between the user and the system. 

Some aspects and capabilities required in each of the com­
ponents are now discussed. 

Data-base subsystem 

The data-base subsystem provides the data requirements of 
a DSS and is, because of recent advances in data bases and 
data base management technology, well-understood and ap­
plied in the DSS environment. The data set contains inter 
alia data from internal and external sources, accounting 
oriented transactional data, nontransactional data and non­
accounting data. 

Ideally the data-base subsystem should be able: 
(i) To combine a variety of data sources through a data cap­

ture and extraction process; 
(ii) to add and delete data sources quickly and easily; 
(iii) to portray logical data structures in user terms so that 

the user understands what is available and can specify 
needed additions and deletions; 

(iv) to handle personal and unofficial data so that the user 
can experiment with alternatives based on personal 
judgement; 
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(v) to manage this wide variety of data with a full range 
of management functions. 

Model-base subsystem 

This subsystem contains the modelling or analytical compo­
nent of a DSS. The models are embedded in the informa­
tion system with the data base as the integration and com­
munication mechanism between them. 

The key capabilities for a DSS in the model subsystems 
are, amongst others: 
(i) To create new models easily and quickly; 
(ii) to comprise a wide range of models supporting all levels 

of decision-making; 
(iii) to interrelate models with appropriate linkages through 

the data base; 
(iv) to access and integrate the various model-building 

'blocks'; 
(v) to manage the model base with management functions 

analogous to data-base management i.e., cataloguing and 
linking. 

User·system interface 

Most of the success of a DSS depends on the flexibility and 
usability of the user-system interface because it is through 
this that the user communicates with the system. To the user 
this is the system. 

The interface consists of three parts: 
(i) The action language - what the user can do in com­

munication with the system; 
(ii) the display language - what the user sees; 
(iii) the knowledge base - what the user must know in order 

to use the system effectively (Bennett, 1977:3-11). 
Some of the desirable capabilities of the user-system inter­
face are to be able to: 
(i) Handle a variety of dialogue styles; 
(ii) accommodate user actions in a variety of media; 
(iii) present data in a variety of formats and media; 
(iv) provide flexible support for the user's knowledge base. 

Performance requirements of a DSS 

Sprague (1980a) gives a list of six requirements of a DSS from 
the point of view of the manager/user. It is obvious that not 
all these requirements need necessarily be satisfied in a single 
DSS; this will depend on the type of system and on the task 
it supports. The requirements are the following: 
(i) A DSS should provide support for decision-making but 

with the emphasis on semi-structured and unstructured 
decisions. Managers need additional support for certain 
kinds of problems. 

(ii) A DSS should provide decision-making support for 
managers at all levels, assisting in integration between 
the levels whenever appropriate. 

(iii) A DSS should support decisions which are interdepen­
dent, as well as those that are independent. Keen & 
Hackathorn (1979) argue that there should be a distinc­
tion between three decision types: 
- Independent. In this case a decision-maker has full 

responsibility and authority to make a decision. There 
are thus no interdependencies involved. They suggest 
such a system should be called a Personal Support 
System (PSS). 
Pooled interdependent. Here there are 'pooled' inter­
dependencies and it requires substantial face-to-face 
discussion and negotiation between the decision-
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makers before a decision is reached. Group Suppon 
System (GSS). 

- Sequential interdependent. A part of the decision is 
made by one decision-maker who then passes it on 
to the next. Organizational Support System (OSS). 

For example, a PSS may support a manager's own 
budget decision, a GSS the budget negotiation, and an 
OSS the organizational budget process. 

(iv) A DSS should support all phases of the decision-making 
process. Within this context it is useful to recall the popu. 
lar model of the decision-making process as given by 
Simon (1960). Three main steps or phases are charac­
terized: 
- Intelligence. One looks for conditions in the environ­

ment calling for decisions and collects the appropriate 
raw data. These data are processed and examined for 
clues that may identify problems. 

- Design. Various alternative sources of action are in­
vented, developed and analysed. This involves under­
standing the problem, generating solutions and test­
ing solutions for feasibility. 

- Choice. In this phase a particular alternative is select­
ed and implemented. 

(v) A DSS should support a variety of decision-making 
processes but should not be dependent on any one. 

(vi) A DSS should be easy to use, i.e., it should be flexible, 
user-friendly, non-threatening, etc. 

Justifying DSS 

Keen (1981:1-15) addresses the problem of justifying or as­
sessing proposals for developing a DSS. The benefits, as cited 
by users of such systems, include the ability to examine more 
alternatives; obtaining a better understanding of the business 
or company; fast response to unexpected situations; the ability 
to carry out ad hoc analysis; new insights and learning; im­
proved communication and control; cost savings; better de­
cisions; more effective team work; time saving and better use 
of data resources. Most of these benefits are qualitative and 
therefore traditional cost-benefit analysis is not well-suited. 
Because of the changing and adaptive nature of a DSS as 
it responds to a user's experience and learning, it is very 
difficult to identify the costs of such a system. It thus seems 
that the decision to build a DSS is based on the value and 
usefulness rather than on costs. 

Keen (1981) suggests that a value-analysis approach be fol­
lowed. This is a systematic methodology that focuses on: 
(i) Value first, cost second; 
(ii) simplicity and robustness; 
(iii) reducing uncertainty and risk; and 
(iv) innovation, rather than routinization. 

The value analysis involves a two-stage process: 
(i) Firstly, an initial small-scale system, called version 0, is 

built. This system is complete in itself and the decision 
to build it is based on: 
(a) An assessment of the benefits which are necessarily 

quantifiable; and . 
(b) a cost threshold whereby one determines whether it 

is worth investing this amount of money to get these 
benefits. 

(ii) In subsequent stages, more comprehensive systems will 
be developed, each new development following an assess­
ment of the success of the existing version. The decision 
to develop the extended system is based on: 
(a) A cost analysis of this larger system; 
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(b) a value threshold which means that one would try to 
determine what level of benefits is needed to justify 
the cost and also what the likelihood is that these 
levels will be attained, based on experience in using 
the current system. 

The major advantage of this approach is a reduction of the 
risks involved in the development of Decision Support Sys­
tems. It also simplifies the balance between costs and benefits. 
This is a more natural approach than the traditional cost 
benefit analysis: Until value is established any cost is 
disproportionate. 

DSS applications 
The number of DSS applications is increasing rapidly. Alter 
(1980) reports on 56 applications of which the following are 
examples: 
(i) A portfolio management system for a large bank with 

portfolio investment management and capital investment 
applications; 

(ii) a corporate planning system for a shipping corporation 
with operational planning, transportation analysis, and 
capital expenditure applications; 

(iii) an analytical management system for an airline com­
pany supporting planning operations, operations for 
financing and marketing; and 

(iv) a computer assisted under-writing system which was de­
veloped to assist investment underwriters in calculating 
and tracking group-insurance policies and renewals. 

One DSS which has been used very successfully for differ­
ent problem areas is an interactive system called Geodata 
Analysis and Display System (GADS) developed in the early 
1970's (Sprague & Carlson, 1982). This system was initially 
used by police officers in designing more efficient allocations 
of personnel on the beats. Later it was also used for burglary 
analysis and for analysing calls for service. By loading differ­
ent maps, data files, etc., into the basic system, it was possi­
ble to develop various specific DSS's in areas such as urban 
planning (for growth policy evaluation and growth evalua­
tion), fire departments (for inspection and fire equipment 
planning), human service delivery evaluation, commuter bus 
route planning, shopping centre location and customer en­
gineer territory planning. 

Other applications include: 
(i) MOPASS (Marine Operations Planning and Scheduling 

System), a model-based DSS for planning and schedul­
ing ocean-borne transportation. This system's applica­
tions range from long-term management planning to 
day-to-day operations scheduling, as well as hour-to-hour 
assessment of financial opportunities (Scott & Douglas, 
1981:1-10). 

(ii) PBDS (Programmed Blood Distribution System), a DSS 
for regional blood management, this system, through 
centraliz.ed management and prescheduled deliveries via 
a distribution system, has as prime objective the optimi­
zation of the allocation of regional blood resources. This 
is achieved by using both optimization and subjective 
management in comparing conflicting performance ob­
jectives (Prastacos & Brodheim, 1980:451- 463). 

(iii) A DSS for location and allocation problems within a 
brewery. More specifically, this system was developed for 
supporting strategical and tactical decision-making with 
respect to the location of warehouses and the allocation 
of customers to warehouses (Van Numen & Benders, 
1980:96-105). 
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The benefits of DSS applications vary as can be expected 
given the complex nature of the tasks they support and their 
personalized use. Some of the benefits that have been cited 
in DSS applications are: An increase in the number of alter­
natives examined; better understanding of the business; new 
insights and learning; fast response to unexpected situations; 
cost savings, better solutions; etc. 

Conclusion 
The key question for anyone working on a DSS is: What 
specific decision or decision process am I trying to support? 
It is important to realize that many managerial problems are 
non-trivial and cannot be fully automated. One should there­
fore start from the decision-maker's activities and shape the 
system to suit his problems and needs. As was indicated pre­
viously, a DSS supports rather than replaces the decision­
maker. The complete system comprises both the decision­
maker and the machine (computer). It should be seen more 
as a service than as a 'final' product. Another characteristic 
is that a DSS constantly grows and evolves as its user adapts 
and learns, and as the demands of the situation and the en­
vironment change. 

The DSS approach is concerned with the use of computers 
in aiding decision-making. It has grown rapidly in the last 
few years, together with technological advances, at a time 
when researchers in many different fields have begun to fo­
cus on the problem of implementation. The list of back­
ground disciplines that have an impact on DSS includes com­
puter science (data base and language theory), operations 
research (simulation and especially multiple criteria decision­
making), cognitive psychology (user interfaces and decision­
making styles) and artificial intelligence (knowledge data base 
and expert systems). It thus offers opportunities for all of 
these fields to meet on common ground. 

From this survey it should be clear that DSS is not merely 
another 'buzz word' but that there is significant content to 
this label. It also shows that if used correctly and in the de­
fined way, the DSS fulfils the function of a decision-making 
support system that, in the words of Ackoff (1979b), can 
'learn and adapt quickly and effectively in rapidly changing 
situations'. 
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